**Evaluation of machine learning and empirical models for concrete creep compliance prediction**
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This study uses widely used tree-based ML algorithms, including decision tree (DT), Random forest (RF), adaptive gradient boosting (AGB), gradient boosting (GB), and extreme gradient boosting (XGB), to compare with the GWO-LGB model for concrete creep compliance prediction. The following section will briefly introduce these ML algorithms.

*S.1. Decision Tree*

DT [1] creates the tree-like structure from the training data. This process includes three critical steps. First, the training data from the root node is recursively partitioned into branches or subsets by the Gini or entropy index criterion [2]. Then, tree pruning is applied to handle the overfitting issue during tree creation. Finally, a smoothing operation compensates for the sharp discontinuities between adjacent linear models at the pruned tree leaves. This splitting process ends when no split can be found to reduce the used metrics or the maximum depth of the tree is reached. The advantage of the DT is that it can handle both categorical and numeric data. Hence, the DT is relatively easier than other models. However, the disadvantage of the DT is model instability. In addition, the DT model is prone to overfitting the data. Therefore, more complex tree-based algorithms are often considered more reliable.

*S.2. Random Forest*

RF [3] is based on several decision trees. It produces multiple independent DTs from the bootstrap aggregating technique and each DT is entirely random; therefore, the RF algorithm is less prone to overfitting and has improved generalization ability. First, multiple sampling rounds are conducted using bootstrap sampling. During each sampling round, a subset of input features is randomly chosen. Then, several individual DTs can be trained based on each new dataset and the corresponding features. The final prediction of the RF algorithm is obtained by averaging the DT predictions. The advantage of the RF is that it significantly reduces instability. However, the drawback of the RF is the inherent overfitting of each DT. To prevent overfitting, RF creates multiple decision trees or through regulation.

*S.3. Adaptive Gradient Boosting*

AGB is the first boosting algorithm developed by Freund and Schapire [4]. In AGB, each sample in the dataset is initially assigned equal weight. When the first weak learner is trained, it will give more priority to samples that it incorrectly predicts, while decreasing the weights of others. Following the performance of the previous weak learner, training sample weights are updated each iteration. The process is stopped once the predetermined error or the specified number of iterations has been reached.

*S.4. Gradient Boosting*

It is similar to AGB in that GB [5] combines weak learners to integrate strong learners and adds predictors sequentially to compensate for previous errors. However, GB improves the performance of the model by gradient descent. The GB produces the new base learners to be the maximum correlation with the negative gradient of the loss function. Moreover, GB creates a new predictor from the residual error by the previous one.

*S.5. Extreme Gradient Boosting*

XGB [6] can be seen as an improved algorithm of GB. The GB uses the first-order derivative for optimization, while XGB employs a second-order Taylor expansion on the loss function and performs both first-order and second-order derivatives. Notably, the loss function of XGB adds a regularization term to prevent overfitting and reduce model complexity [7]. In addition, XGB can automatically select the best default splitting and process missing values.
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